12
Standard multiple regression 
Multiple regression in R 

To illustrate multiple regression in R, we will use the data that we used previously to illustrate simple linear regression in Chapter 11. Remember, you need to set these data out in Excel as we have done in Screenshot 1:
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Screenshot 1
Here you can see that we have three variables, ‘age’, ‘height’ and ‘weight’. In this analysis, we are going to look to see how well each of age and height predict weight. Thus, weight is our criterion or dependent variable and age and height are our predictor or independent variables. We have imported this data into R and assigned it to the data frame called ‘MRegr’. We have also used the attach() command to make referring the variables in the data frame easier.
Now, to run the multiple regression we use the lm() command in a similar way to that described in Chapter 11, but this time we add in an extra variable to the regression analysis:

>summary(lm(weight~age + height))

When you run this command, you will be presented with the output illustrated in Screenshot 2:


[image: image2.png]> MRegr <- read.csv(file="regression.csv", head=TRUE,sep
> attach(HRegr)

> swmary (In{veight~age+height]

4

cal

Io(formula = veight ~ age + height)

Residual;
Hin 10 Hedian 30 Hax
-0.37809 -0.17854 -0.01038 0.12970 0.44821

Coefficients:
Estimate Std. Error t value Pr(>|t]
(Intercept] 5.79134  1.23552  4.687 0.00224 *%
age 0.14560  0.02741 5.313 0.00111 %
height 0.03650  0.02081 1.746 0.12436

Signif. codes: 0 ‘¥F%/ 0.001 M¥F 0.01 % 0.05 “.7 0.1 %

Residual standard error: 0.311 on 7 degrees of freedom
Hultiple R-sguared: 0.9781, Adjusted R-squared: 0.9718
F-statistic: 156 on 2 and 7 DF, p-value: 1.569e-06
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Screenshot 2
Here you should be able to see that there is overall a significant relationship between the predictor variables age and height with weight. This has an F-value of 156, with 2 and 7 degrees of freedom and an associated p-value < .001. The R-square statistic of 0.98 suggests that 98% of the variation in weight is accounted for by participants’ age and height (but the adjusted R-square gives a more realistic estimate of this and this is a value of 0.97). The unstandardised regression coefficient for age is 0.15 and this has a t-value of 5.31 and an associated p-value of .001. The coefficient for height is 0.04, with a t-value of 1.75 which has an associated p-value of .12. Thus, there is a significant overall relationship between the predictors and weight but only age has a significant unique relationship with weight.
The regression equation can be generated from the output in Screenshot 2. Remember we take the values from the ‘Estimate’ column in the output, thus the regression equation for predicting weight from both age and weight would be:

weight = 5.79 + 0.15 * age + 0.04 * height

Remember, if we want the standardised regression coefficients, we need to standardise all of the variables in the regression analysis using the scale() command, thus:

>summary(lm(scale(weight)~scale(age) + scale(height)))

 Would give you the output presented in Screenshot 3:


[image: image3.png]> sumary(lu(scale (weight] ~scale (age) + seale (height)))

call:
Im(formula = scale(weight) ~ scale(age) + scale(height)

Residuals:
Hin 10 Hedian 30 Hax
-0.204182 -0.096420 -0.005607 D0.070045 0.242050

Coefficients:
Estimate Std. Error t value Pr(>|t]

(Intercept]  1.441e-16 S.311e-D2  0.00D 1.00000

scalefage)  7.558e-01 1.423e-01  5.313 0.00111 ¥+

scale(height] 2.484e-01 1.423e-01 1.746 0.12436

Signif. codes: 0 ‘%¥%/ 0.001 ‘¥R 0.01 ‘¥ 0.05

Residual standard error: 0.1679 on 7 degrees of freedom
Hultiple R-sguared: 0.9781, Adjusted R-squared: 0.9718
F-statistic: 156 on 2 and 7 DF, p-value: 1.569e-06





Screenshot 3
Here you can see that we have a standardised regression of 0.76 coefficient for age and for height it is 0.25. Remember R presents some information using scientific notation and so the ‘e-01’ after the number means move the decimal place 01 places to the left.
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